EXISTENCE OF COMPLEX STRUCTURES ON DECOMPOSABLE LIE ALGEBRAS

by Marcin Sroka

Abstract. We provide the classification of the six-dimensional decomposable Lie algebras, with the dimension of the biggest indecomposable summand less than five, admitting complex structures.

1. Introduction. An almost complex structure on a Lie algebra $\mathfrak{h}$ is an endomorphism $\mathcal{I} : \mathfrak{h} \rightarrow \mathfrak{h}$ such that $\mathcal{I}^2 = -id.$

We say that an almost complex structure $\mathcal{I}$ on $\mathfrak{h}$ is a complex structure if the following condition, being a linear version of the vanishing of the Nijenhuis tensor, holds

$$[\mathcal{I}, \mathcal{I}](v, w) = -[v, w] + [\mathcal{I}v, \mathcal{I}w] - \mathcal{I}[\mathcal{I}v, w] - \mathcal{I}[v, \mathcal{I}w] = 0$$

for any $v, w \in \mathfrak{h}.$ Because of the trivialization of the tangent bundle, by left invariant vector fields, (almost) complex structures on a Lie algebra correspond to left invariant (almost) complex structures on any associated Lie group or its quotient by a discrete subgroup.

The following approach is classic. To any $\mathcal{I}$ as above we can assign its extension $\mathcal{I}^C$ to $\mathfrak{h}^C$, being a complexification of $\mathfrak{h}$, and vector subspaces

$$\mathfrak{h}_1^C \mathcal{I} = \{ u \in \mathfrak{h}^C | \mathcal{I}^C(u) = iu \} = \{ h - i\mathcal{I}(h) | h \in \mathfrak{h} \}$$

$$\mathfrak{h}_1^C \mathcal{I} = \{ u \in \mathfrak{h}^C | \mathcal{I}^C(u) = -iu \} = \{ h + i\mathcal{I}(h) | h \in \mathfrak{h} \}$$
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of $\mathfrak{h}^C$ such that
$$\mathfrak{h}^C = \mathfrak{h}^{1.0}_I \oplus \mathfrak{h}^{0.1}_I \quad \text{and} \quad \mathfrak{h}^{1.0}_I = \mathfrak{h}^C/\mathfrak{q}.$$

Actually, almost complex structures correspond bijectively to complex subspaces $\mathfrak{q}$ of $\mathfrak{h}^C$ such that
$$\mathfrak{h}^C = \mathfrak{q} \oplus \mathfrak{q}.$$

The following definitions and properties are standard.

**Definition 1.1.** Let $\mathcal{I}$ be an almost complex structure on $\mathfrak{h}$.

- $\mathcal{I}$ is a complex structure if
  $$- [v, w] + [\mathcal{I}v, \mathcal{I}w] - \mathcal{I}[v, w] - \mathcal{I}[v, \mathcal{I}w] = 0$$  
  for any $v, w \in \mathfrak{h}$

  which is equivalent to $\mathfrak{h}^{1.0}_I$ being a subalgebra of $\mathfrak{h}^C$, i.e., $[\mathfrak{h}^{1.0}_I, \mathfrak{h}^{1.0}_I] \subset \mathfrak{h}^{1.0}_I$.

- $\mathcal{I}$ is an abelian complex structure if
  $$[\mathcal{I}v, \mathcal{I}w] = [v, w]$$  
  for any $v, w \in \mathfrak{h}$

  which is equivalent to $\mathfrak{h}^{1.0}_I$ being an abelian subalgebra.

- $\mathcal{I}$ is a bi-invariant complex structure if
  $$\mathcal{I}[v, w] = [\mathcal{I}v, w]$$  
  for any $v, w \in \mathfrak{h}$

  which is equivalent to $\mathfrak{h}^{1.0}_I$ being an ideal, i.e., $[\mathfrak{h}^{1.0}_I, \mathfrak{h}^C] \subset \mathfrak{h}^{1.0}_I$.

Let us just note that only the last type of a complex structure, namely the bi-invariant one, turns a corresponding Lie group into a complex Lie group since in the other cases we do not know whether right multiplications are holomorphic mappings with respect to $\mathcal{I}$ or not.

Characterization of Lie algebras admitting a complex structure is an established problem. Probably the first general result in this direction was Samelson's [20] (see also [24] for results on compact complex homogeneous spaces with transitive action of a compact Lie group) who proved that every compact Lie group admits an invariant complex structure. It was proven by Morimoto [13] that any reductive, i.e. being a direct sum of an abelian and semi-simple ones, Lie algebra does admit a complex structure. Geometry of invariant complex structures on reductive Lie groups was then studied by Snow in [22].

Since the precise, algebraic, description of Lie algebras admitting complex structures seems to be beyond the grasp, the interest was recently directed into classification results in low dimensions. In dimension four the classification is known for solvable algebras. It follows from the Snow's paper [23] for solvable algebras with the commutator of dimension less than three and Ovando's [17] for those with a three dimensional commutator. Since there are only few non-solvable four dimensional Lie algebras, the classification is actually complete for dimension four. The method of both these papers relies on an equivalent
description of a complex structure in terms of a complex subalgebra as in Definition 1.1. In this case such an attempt is very fruitful since there are only two dimensional Lie algebras and consequently only two candidates for these complex subalgebras. Even in the next possible dimension, which is six, the difficulty grows up rapidly because there are infinitely many three dimensional Lie algebras of at least eight significantly different types, cf. Theorem 2.4.

The classification in dimension six is known only for nilpotent algebras due to a Salamon’s influential paper [19]. There are 34 non-isomorphic algebras of the type and only 18 of them admit complex structures, and product algebras, i.e. of the form $g \times g$, due to the article [9]. Salamon’s methods are designed purely for nilpotent algebras and rely on analysis performed in special bases. Recently his work has been completed by Ceballos, Otal, Ugarte and Villacampa in [7], where they provided the description of moduli spaces of complex structures for those nilpotent algebras.

Because of the difficulties described above the attention has recently been directed to classifying the Lie algebras admitting special types of complex structures. For the abelian complex structures on nilpotent Lie algebras the classification is known up to dimension six, due to Andrada, Barberis and Dotti’s paper [1]. In [10] the classification of six-dimensional solvable Lie algebras admitting complex structures such that the associated solvmanifold has a trivial canonical bundle was obtained. The classification of solvable six-dimensional algebras admitting the complex structures of splitting type was conducted in [3]. The problem, conceptually related to our considerations, of classifying the decomposable six-dimensional Lie algebras admitting the half-flat structures was discussed in [11, 21].

Although the classification problem is interesting by itself, it gains additional attention because of immediate applications in complex geometry. More concretely, homogeneous manifolds, and, more generally, nil- or solvmanifolds, form an important class of examples, counterexamples or simply toy models on which precise calculations can be carried out in contrast with some abstract manifold. For the concrete examples of some solvmanifolds associated with the solvable algebras covered by our classification, the reader is referred to [6]. Topological or even geometric data about these spaces can be obtained, up to some level, from a pure linear algebra of an associated Lie algebra.

In this paper we intend to broaden the classification in dimension six. The main observation we use is that the existence of a complex structure on a decomposable Lie algebra implies the existence of what is known as the zero torsion endomorphism on each component of the decomposition. This is an observation by Magnin, cf. [12], who used it to describe the space of complex structures on $SU(2) \times SU(2)$. By contrast, we plan to use the existence of zero
torsion endomorphism as an obstruction to the existence of a complex structure. This precludes many decomposable algebras from admitting complex structures but plays only the role of an obstacle, since it sometimes happens that all the components do admit a zero torsion endomorphism yet the algebra under consideration still does not admit a complex structure. In such a case closer analysis of possible forms of a zero torsion endomorphism must be provided, see for example the proof of Proposition 4.6. The method also gives us an additional gain since once we prove the algebra $\mathfrak{g}$ does not admit a zero torsion endomorphism we know that $\mathfrak{g} \times \mathfrak{h}$ does not admit a complex structure for any Lie algebra $\mathfrak{h}$. This by hand provides results on high dimensional algebras which is in contrast with the usually obtained results. On the other hand, proving that a given algebra does not admit a zero torsion endomorphism is quite involved computationally because it requires showing that a given system of quite some polynomial, non-homogeneous (in general), equations does not have a solution.

In Section 2 we carry the classification for algebras of the form $\mathfrak{g}_3 \times \mathfrak{h}_3$ where $\mathfrak{g}_3$ and $\mathfrak{h}_3$ are three dimensional Lie algebras. In a special cases when $\mathfrak{g}_3 \cong \mathfrak{h}_3$ this was achieved in [9], proofs of some results in that case are simplified in comparison with that reference. Section 3 contains a review of the classification in dimension four, since this will be used in Section 4 where we deal with the case when the biggest indecomposable summand of the decomposition is of dimension four. This is the main part of the paper. When the dimension of the indecomposable summand is 5, the resulting systems of equations seems to be too complicated so our method is useless in that case, i.e. in general we are not able to show the non-existence of a zero torsion endomorphism on a five dimensional indecomposable algebra.
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2. Complex structures on Lie algebras of the form $\mathfrak{g}_3 \times \mathfrak{h}_3$. We start by recalling a simple lemma which relates the existence of a complex structure on a decomposable Lie algebra with a system of homomorphisms of the summands. Its verification is an easy computation.

Lemma 2.1 (Lemma 3. in [12]). Suppose $\mathcal{I}$ is a complex structure on a decomposable Lie algebra

$$\mathfrak{g} = \mathfrak{g}_1 \times \ldots \times \mathfrak{g}_n.$$ 

Let $p_i$ be a projection of $\mathfrak{g}$ onto $\mathfrak{g}_i$ and let $q_i$ be an inclusion of $\mathfrak{g}_i$ into $\mathfrak{g}$, then for

$$\mathcal{I}_i^j = p_j \circ \mathcal{I} \circ q_i : \mathfrak{g}_i \to \mathfrak{g}_j$$
there is
\[ [\mathcal{J}_i^j, \mathcal{J}_i^j](v, w) = -[v, w] + [\mathcal{J}_i^j v, \mathcal{J}_i^j w] - \mathcal{J}_i^j [\mathcal{J}_i^j v, w] - \mathcal{J}_i^j [v, \mathcal{J}_i^j w] = 0 \]

and
\[ \mathcal{J}_i^j [\mathcal{J}_i^j v, w] + \mathcal{J}_i^j [v, \mathcal{J}_i^j w] = [\mathcal{J}_i^j v, \mathcal{J}_i^j w] \]

for any \( v, w \in \mathfrak{g}_i \) and \( i \neq j \).

**Definition 2.2 ([12]).** A zero torsion endomorphism \( \mathcal{J} \) on a Lie algebra \( \mathfrak{h} \) is one with the property
\[ [\mathcal{J}, \mathcal{J}](v, w) = 0 \]
for all \( v, w \in \mathfrak{h} \).

**Remark 2.3.** By Lemma 2.1 a necessary condition for the existence of a complex structure on a Lie algebra
\[ \mathfrak{g} = \mathfrak{g}_1 \times \ldots \times \mathfrak{g}_n \]
is that each \( \mathfrak{g}_i \) carries a zero torsion endomorphism. Notice that a zero endomorphism is never a zero torsion endomorphism unless the algebra under consideration is abelian. It will be seen later that existence of a zero torsion endomorphism is a nontrivial property and is a substantial obstacle to the existence of complex structures.

We would now like to start the classification in the case of algebras of the form \( \mathfrak{g}_3 \times \mathfrak{h}_3 \). For that purpose let us remind the well known classification of three dimensional Lie algebras proposed by Bianchi. A contemporary source of the classification of Lie algebras up to dimension five is for example [18], although this is not the original reference for any of these dimensions.

**Theorem 2.4 (Bianchi [4]).** Every three dimensional real Lie algebra \( \mathfrak{g} = \text{span}\{e_1, e_2, e_3\} \) is isomorphic to exactly one of the following
\[
\begin{align*}
A_{3,1} & : [e_1, e_3] = 0, [e_2, e_3] = 0, [e_1, e_2] = 0 \\
A_{3,2} & : [e_1, e_3] = 0, [e_2, e_3] = 0, [e_1, e_2] = e_1 \\
A_{3,3} & : [e_1, e_3] = 0, [e_2, e_3] = 0, [e_1, e_2] = e_3 \\
A_{3,4} & : [e_1, e_3] = e_1, [e_2, e_3] = e_2, [e_1, e_2] = 0 \\
A_{3,5}^\theta & : [e_1, e_3] = e_1, [e_2, e_3] = \theta e_2, [e_1, e_2] = 0 \quad \text{for} \quad -1 \leq \theta < 1, \theta \neq 0 \\
A_{3,6}^\theta & : [e_1, e_3] = e_1, [e_2, e_3] = e_1 + e_2, [e_1, e_2] = 0 \\
A_{3,7}^\theta & : [e_1, e_3] = \theta e_1 - e_2, [e_2, e_3] = e_1 + \theta e_2, [e_1, e_2] = 0 \quad \text{for} \quad \theta \geq 0 \\
A_{3,8} & : [e_1, e_3] = e_2, [e_2, e_3] = -e_1, [e_1, e_2] = e_3 \\
A_{3,9} & : [e_1, e_3] = -e_2, [e_2, e_3] = e_1, [e_1, e_2] = e_3
\end{align*}
\]
The next two theorems preclude some of these algebras from admitting a zero torsion endomorphism.

**Proposition 2.5.** There is no zero torsion endomorphism on the Lie algebra $A_{3,6}$.

**Proof.** We argue by contradiction. Suppose that there is a zero torsion endomorphism $\mathcal{I}$ on $A_{3,6}$ given in the basis from Theorem 2.4 by the matrix

$$
\begin{bmatrix}
    a & \alpha & k \\
    b & \beta & l \\
    c & \gamma & m
\end{bmatrix}.
$$

Let us write down the torsion conditions. In what follows we use the convention

$$
\sum ae_i = ae_1 + be_2 + ce_3 \text{ etc.}
$$

$$
\begin{align*}
[I, I](e_1, e_2) &= -[e_1, e_2] + \left[ \sum ae_i, \sum \alpha e_i \right] - I \left[ \sum ae_i, e_2 \right] - I \left[ e_1, \sum \alpha e_i \right] \\
&= a\gamma e_1 + b\gamma e_1 + b\gamma e_2 - c\alpha e_1 - c\beta e_1 - c\beta e_2 \\
&- I(-\alpha e_1 - \alpha e_2) - I(\gamma e_1) \\
&= a\gamma e_1 + b\gamma e_1 + b\gamma e_2 - c\alpha e_1 - c\beta e_1 - c\beta e_2 \\
&+ c(\sum e_i) - \gamma(\sum e_i) \\
&= (a\gamma + b\gamma - c\alpha - c\beta + c\alpha + c\alpha - \gamma) e_1 \\
&+ (b\gamma - c\beta + cb + c\beta - \gamma b)e_2 + (c^2 + c\gamma - \gamma c)e_3
\end{align*}
$$

$$
\begin{align*}
[I, I](e_1, e_3) &= -[e_1, e_3] + \left[ \sum ae_i, \sum ke_i \right] - I \left[ \sum ae_i, e_3 \right] - I \left[ e_1, \sum ke_i \right] \\
&= e_1 + am e_1 + b me_1 + b me_2 - c ke_1 - c le_1 - c le_2 \\
&- I(\alpha e_1 + \beta e_1 + \beta e_2) - I(ke_1) \\
&= e_1 + am e_1 + b me_1 + b me_2 - c ke_1 - c le_1 - c le_2 \\
&- (a + b)(\sum e_i) - b(\sum e_i) - m(\sum e_i) \\
&= (\gamma + b\gamma - c\alpha - c\beta + c\alpha + c\alpha - \gamma) e_1 \\
&+ (b\gamma - c\beta + cb + c\beta - \gamma b)e_2 - (1 + \gamma e_1 + \gamma e_2)
\end{align*}
$$

$$
\begin{align*}
[I, I](e_2, e_3) &= -[e_2, e_3] + \left[ \sum ae_i, \sum ke_i \right] - I \left[ \sum ae_i, e_3 \right] - I \left[ e_2, \sum ke_i \right] \\
&= e_1 - e_2 + am e_1 + \beta me_1 + \beta me_2 - \gamma ke_1 - \gamma le_1 - \gamma le_2 \\
&- I(\alpha e_1 + \beta e_1 + \beta e_2) - I(me_1 + me_2)
\end{align*}
$$
Let us write down the torsion conditions. In what follows we use the convention $I([e, e], e] = 0$.

The next two theorems preclude some of these algebras from admitting a zero torsion endomorphism.

We argue by contradiction. Suppose that there is a zero torsion endomorphism on the Lie algebra. The torsion conditions are given in the basis from Theorem 2.4 by the matrix

$$
\begin{pmatrix}
a & \alpha & k \\
b & \beta & l \\
c & \gamma & m
\end{pmatrix}
$$

After some obvious manipulations this leads to the following system of equations

$$
\begin{cases}
c = 0 \\
b\gamma = 0 \\
ab + b^2 + b\beta = 0 \\
1 - bm + a^2 + ab + b\alpha = 0 \\
\gamma(b + m) = 0 \\
1 + \gamma l + \alpha b + \beta b + \beta^2 + mb = 0 \\
1 - \beta m + \gamma k + \gamma l + a\alpha + a\beta + \beta\alpha + ma = 0
\end{cases}
$$

From the fourth equation we see that $b \neq 0$, this implies that $\gamma = 0$ and $a + b + \beta = 0$ from the second and the third equations respectively. Substituting $a = -(b + \beta)$ in the fourth and the last but one equations gives us

$$
\begin{cases}
1 - bm + b\beta + \beta^2 + b\alpha = 0 \\
1 + \alpha b + \beta b + \beta^2 + mb = 0
\end{cases}
$$

Subtracting this two equations results in $bm = 0$, consequently $m = 0$. Taking all of this into account allows us to write the last two equations of the first system as

$$
\begin{cases}
1 + \alpha b + \beta b + \beta^2 = 0 \\
1 - \alpha b - b\beta - \beta^2 = 0
\end{cases}
$$

which is a contradiction.

**Proposition 2.6.** There are no zero torsion endomorphisms on Lie algebras $A_{3,5}^\theta$ for $\theta \neq -1$.

**Proof.** Again we argue by contradiction. Suppose that there is a zero torsion endomorphism $\mathcal{I}$ on $A_{3,5}^\theta$ given in the basis from Theorem 2.4 by the matrix

$$
\begin{pmatrix}
a & \alpha & k \\
b & \beta & l \\
c & \gamma & m
\end{pmatrix}
$$

The torsion conditions are
\[
[I, I](e_1, e_2) = -[e_1, e_2] + \left[ \sum a e_i, \sum \alpha e_i \right] - \sum \left[ a e_i, e_2 \right] - \sum \left[ e_1, \sum \alpha e_i \right] = a \gamma e_1 + b \theta \gamma e_2 - c \alpha e_1 - c \theta \beta e_2 = -a \gamma e_1 + b \theta \gamma e_2 = -a \gamma e_1 + b \theta \gamma e_2 = (a \gamma - c \alpha + c \theta \alpha - \gamma a)e_1 + (b \theta \gamma - c \theta \beta + c \beta \gamma - \gamma b)e_2 + (c \theta \gamma - \gamma c)e_3
\]

\[
[I, I](e_1, e_3) = -[e_1, e_3] + \left[ \sum a e_i, \sum k e_i \right] - \sum \left[ a e_i, e_3 \right] - \sum \left[ e_1, \sum k e_i \right] = -e_1 + a m e_1 + b \theta m e_2 - c k e_1 - c \theta l e_2 = -e_1 + a m e_1 + b \theta m e_2 - c k e_1 - c \theta l e_2 = -a \left( \sum a e_i \right) - b \theta \left( \sum a e_i \right) - m \left( \sum a e_i \right) = (-1 + a m - c k - a^2 - b \theta \alpha - m a)e_1 + (b \theta m - c \theta l - a b - \theta b \beta - m b)e_2 - (a c + b \theta \gamma + m c)e_3
\]

\[
[I, I](e_2, e_3) = -[e_2, e_3] + \left[ \sum a e_i, \sum k e_i \right] - \sum \left[ a e_i, e_3 \right] - \sum \left[ e_2, \sum k e_i \right] = -\theta e_2 + a m e_1 + b \theta m e_2 - \gamma k e_1 - \gamma \theta l e_2 = -\theta e_2 + a m e_1 + b \theta m e_2 - \gamma k e_1 - \gamma \theta l e_2 = -a \left( \sum a e_i \right) - b \theta \left( \sum a e_i \right) - m \theta \left( \sum a e_i \right) = (-a m - \gamma k - a \alpha - b \theta \alpha - m \theta \alpha)e_1 + (b \theta m - \gamma \theta l - a b - \beta ^2 \theta - m \theta \beta)e_2 - (a c + b \theta \gamma + m \theta \gamma)e_3.
\]

We write these conditions as the following system

\[
\begin{align*}
\alpha a &= b \gamma = c \gamma = 0 \\
1 + c k + a^2 + b \theta \alpha &= 0 \\
-\beta \theta m - c \theta l - a b - \theta b \beta - m b &= 0 \\
ac + b \theta \gamma + mc &= 0 \\
\alpha m - \gamma k - a \alpha - b \theta \alpha - m \theta \alpha &= 0 \\
\theta + \gamma \theta l + a b + \beta ^2 \theta &= 0 \\
\alpha c + b \theta \gamma + m \theta \gamma &= 0.
\end{align*}
\]
Suppose that $\alpha = 0$. From the second equation we see that $k \neq 0$ and consequently from the fifth equation we conclude $\gamma = 0$. This leads to the last but one equation stating $\theta + \theta \beta^2 = 0$; an obvious absurd so we must have $\alpha \neq 0$. From this and the first equation we obtain $c = 0$. Again using the second equation we see that $b \neq 0$ and finally, from the first equation, $\gamma = 0$. The remaining nontrivial equations are displayed below.

\[
\begin{cases}
1 + a^2 + b\theta \alpha = 0 \\
\theta m - a - \theta \beta - m = 0 \\
m - a - \beta \theta - m\theta = 0 \\
\theta + a\beta + \beta^2 \theta = 0
\end{cases}
\]

Adding the second and the third equations gives $a = -\beta \theta$; applying this in the first equation and multiplying the last one by $\theta$ results in

\[
\begin{cases}
1 + \beta^2 \theta^2 + b\theta \alpha = 0 \\
\theta^2 + a\beta \theta + \beta^2 \theta^2 = 0
\end{cases}
\]

which of course means that $\theta^2 = 1$; a contradiction. \qed

**Remark 2.7.** It follows from Propositions 2.5, 2.6 and Remark 2.3 that there are no complex structures on $A_{3,5}^\theta \times \mathfrak{h}$ and $A_{3,6} \times \mathfrak{h}$ for $0 < |\theta| < 1$ and any Lie algebra $\mathfrak{h}$.

As the next theorem shows, the Lie algebra $A_{3,5}^{-1}$ is of a type different from the Lie algebras from the last remark, since it does admit a zero torsion endomorphism in contrast with $A_{3,5}^\theta$ for $\theta \neq -1$ or $A_{3,6}$, and the other algebras from the Theorem 2.4, since, as it will be stated in Remark 2.13, all of those admit a normal almost contact structure, in contrast to $A_{3,5}^{-1}$.

**Proposition 2.8.** For a three dimensional real Lie algebra $\mathfrak{h}$, the Lie algebra $A_{3,5}^{-1} \times \mathfrak{h}$ admits a complex structure if and only if $\mathfrak{h}$ is isomorphic to $A_{3,7}^0$.

**Proof.** Firstly we define a complex structure on $A_{3,5}^{-1} \times A_{3,7}^0$. Let $e_1$, $e_2$, $e_3$ and $f_1$, $f_2$, $f_3$ be bases for $A_{3,5}^{-1}$ and $A_{3,7}^0$ respectively as in Theorem 2.4. Consider a complex structure $\mathcal{J}$ given by

\[
\begin{align*}
e_1 \mapsto &\quad e_2 + f_1, \\
e_2 \mapsto &\quad e_1 + f_2, \\
e_3 \mapsto &\quad f_3.
\end{align*}
\]

We should check that

\[
\{g - i\mathcal{J}g : g \in A_{3,5}^{-1} \times A_{3,7}^0\} \subset \left(A_{3,5}^{-1} \times A_{3,7}^0\right)^\mathbb{C}
\]
is a complex subalgebra. Since
\[ \{ g - i\mathcal{J}g : g \in A_{3,5}^{-1} \times A_{3,7}^0 \} = \text{span}\{u_1, u_2, u_3\} \]
where
\[ u_1 = e_1 - ie_2 - if_1, \]
\[ u_2 = e_2 - ie_1 - if_2, \]
\[ u_3 = e_3 - if_3 \]
it is enough to observe that
\[ [u_1, u_2] = 0, \]
\[ [u_1, u_3] = [e_1 - ie_2 - if_1, e_3 - if_3] = i(e_2 - ie_1 - if_2) = iu_2, \]
\[ [u_2, u_3] = [e_2 - ie_1 - if_2, e_3 - if_3] = -i(e_1 - ie_2 - if_1) = -iu_1. \]

For the proof of the second implication we argue as in [9]. Since the reasoning is exactly the same as in the part “Proof of the non-existence of integrable complex structures – case (4) with \( \theta \neq 1 \)” of that paper, we only write down the main steps and the conclusion. Suppose there is a complex structure \( \mathcal{I} \) on \( A_{3,5}^{-1} \times \mathfrak{h} \). One can prove the existence of a basis \( u, v, w \) of \( A_{3,5}^{-1} \) such that \( u' = \mathcal{I}^2 u, v' = \mathcal{I}^2 v, w' = \mathcal{I}^2 w \) is a basis of \( \mathfrak{h} \). What is more, \([v', w'] = 0\) and the adjoint endomorphism \([\cdot, u'] : \mathfrak{h} \to \mathfrak{h}\) has eigenvalues \( i \) and \(-i\). From the Theorem 2.4, it is easy to see that the only algebra satisfying this requirements is \( A_{7}^0 \).

It turns out that the products of any of the algebras not covered so far do admit complex structures. What is more, any of these products admit a complex structures canonically associated to an almost contact structure. Reader unfamiliar with almost contact structures may consult a survey on them that can be found in [5]. Again, we will be focused on the linear counterpart of the theory of invariant structures of this kind on homogeneous manifolds. Let us just state the definition for clarity.

**Definition 2.9.** An almost contact structure \((\mathfrak{h}, \phi, u^*, v)\) on a Lie algebra \(\mathfrak{h}\) is an endomorphism \(\phi\), a co-vector \(u^*\) and a vector \(v\) such that
\[ \phi^2 = -id + vu^* \quad \text{and} \quad u^*(v) = 1. \]
The structure \((\mathfrak{h}, \phi, u^*, v)\) is normal if
\[ N_\phi + vdu^* = 0 \]
where
\[ N_\phi(w_1, w_2) = \phi^2[w_1, w_2] + [\phi w_1, \phi w_2] - \phi[\phi w_1, w_2] - \phi[w_1, \phi w_2] \]
for any \(w_1, w_2 \in \mathfrak{h}\).
Here $d$ stands for Chevalley–Eilenberg exterior differential, cf. [8], being a linear version of the usual exterior differential. It is defined by
\[ d\omega(x, y) = -\omega([x, y]) \]
for $\omega \in \Lambda^1 g^*$ and $x, y \in g$.

**Remark 2.10.** A classical result, cf. [5], states that if $g$ admits a normal almost contact structure then $g \times \mathbb{R}$ admits a canonical complex structure. This is sometimes taken as a definition and the normality condition above becomes a theorem then.

If two algebras $g, h$ admit normal almost contact structures then $g \times h$ admits the canonical complex structure associated to these structures, which follows from Morimoto’s result [14].

The lemma below guarantees the existence of a normal almost contact structure on the algebras satisfying certain structure conditions and the next lemma shows that in fact all of the other algebras from Theorem 2.4 fulfill these assumptions.

**Lemma 2.11.** Let $g = \text{span}\{e_1, e_2, e_3\}$ be a Lie algebra such that $e_1$, and $e_2$ are the eigenvectors for the same real eigenvalue $\lambda$ or conjugated eigenvectors for a complex eigenvalue $a + bi$ of an adjoint endomorphism
\[ [\cdot, e_3] : g \to g. \]
Then an almost contact structure $(g, \phi, e_3^*)$ defined by
\[ \phi(e_1) = e_2, \]
\[ \phi(e_2) = -e_1, \]
\[ \phi(e_3) = 0, \]
is normal.

**Proof.** We need to check the condition $N_\phi + (de_3^*) e_3 = 0$. It is easy to see that
\[
N_\phi(e_1, e_2) + (de_3^*) (e_1, e_2)e_3 = \phi^2[e_1, e_2] + [e_2, -e_1] - e_3^*([e_1, e_2])e_3 = 0,
\]
\[
N_\phi(e_1, e_3) + (de_3^*) (e_1, e_3)e_3 = \begin{cases} -\lambda e_1 - \phi(\lambda e_2) = 0 \\ -ae_1 - be_2 - \phi(-be_1 + ae_2) = 0 \end{cases},
\]
\[
N_\phi(e_2, e_3) + (de_3^*) (e_2, e_3)e_3 = \begin{cases} -\lambda e_2 - \phi(-\lambda e_1) = 0 \\ be_1 - ae_2 - \phi(-ae_1 - be_2) = 0 \end{cases},
\]
depending on whether we are considering the real eigenvalue or the complex one. \qed
Lemma 2.12. The Lie algebras $A_{3,1}$, $A_{3,2}$, $A_{3,3}$, $A_{3,4}$, $A_{3,7}^\theta$ for $\theta \geq 0$ and $A_{3,8}$, $A_{3,9}$ all admit a normal almost contact structure.

Proof. The bases given in Theorem 2.4 satisfy the assumptions of Lemma 2.11.

Remark 2.13. The Lie algebras from Lemma 2.12 are the only three-dimensional Lie algebras admitting a normal almost contact structure. This follows from the mentioned result of Morimoto, cf. [14], that if two manifolds admit a normal almost contact structure then their product admits an integrable complex structure. In particular if any of $A_{3,5}^\theta$ or $A_{3,6}$ admits a normal almost contact structure then its product with itself admits complex structure, which contradicts Propositions 2.5, 2.6, 2.8.

We are ready to finish the section with the announced classification of the algebras of the form $g_3 \times h_3$ which admit complex structures.

Theorem 2.14. The Lie algebra of the form $g \times h$ admits a complex structure if in the table below the symbol $\bigvee$ is placed at the intersection of the row corresponding to $g$ and the column corresponding to $h$; if it does not, then the symbol $\times$ is placed instead.

<table>
<thead>
<tr>
<th>$g \times h$</th>
<th>$A_{3,1}$</th>
<th>$A_{3,2}$</th>
<th>$A_{3,3}$</th>
<th>$A_{3,4}$</th>
<th>$A_{3,5}^\theta$, $\theta \neq -1$</th>
<th>$A_{3,6}$</th>
<th>$A_{3,7}^\theta$, $\theta &gt; 0$</th>
<th>$A_{3,8}^\theta$</th>
<th>$A_{3,9}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{3,1}$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$A_{3,2}$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$A_{3,3}$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$A_{3,4}$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$A_{3,5}^\theta$, $\theta \neq -1$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$A_{3,6}$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$A_{3,7}^\theta$, $\theta &gt; 0$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$A_{3,8}^\theta$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$A_{3,9}$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\bigvee$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
</tbody>
</table>

Remark 2.15. Results on the diagonal of the above table were analysed in [9].

3. Classification in dimension four. The classification of the Lie algebras up to dimension five has been known since Mubarakzjanov’s paper [15]. In the theorem below we use the notation from [18] although we change the range of parameters in the fifth class in order to avoid double counting, since, as it can be easily checked, in this case if $\alpha = -1$ and $\beta > 0$ then the substitution $e_4 := -e_4$ gives an isomorphism for the case $\alpha = -1$ and $\beta < 0$.

Theorem 3.1 ([18]). Every real four-dimensional Lie algebra $g = \text{span}\{e_1, e_2, e_3, e_4\}$ is isomorphic to exactly one from the Lie algebras below.
Indecomposable

\[ A_{4,1} : [e_2, e_4] = e_1, [e_3, e_4] = e_2 \]
\[ A_{4,2}^\alpha : [e_1, e_4] = \alpha e_1, [e_2, e_4] = e_2, [e_3, e_4] = e_2 + e_3 \]
\text{for } \alpha \neq 0
\[ A_{4,3} : [e_1, e_4] = e_1, [e_3, e_4] = e_2 \]
\[ A_{4,4} : [e_1, e_4] = e_1, [e_2, e_4] = e_1 + e_2, [e_3, e_4] = e_2 + e_3 \]
\[ A_{4,5}^{\alpha,\beta} : [e_1, e_4] = e_1, [e_2, e_4] = \alpha e_2, [e_3, e_4] = \beta e_3 \]
\text{for } \alpha, \beta \neq 0 \text{ and } -1 < \alpha \leq \beta \leq 1 \text{ or } -1 = \alpha \leq \beta < 0
\[ A_{4,6}^{\alpha,\beta} : [e_1, e_4] = \alpha e_1, [e_2, e_4] = \beta e_2 - e_3, [e_3, e_4] = e_2 + \beta e_3 \]
\text{for } \alpha \neq 0 \text{ and } \beta \geq 0
\[ A_{4,7} : [e_2, e_3] = e_1, [e_1, e_4] = 2e_1, [e_2, e_4] = e_2, [e_3, e_4] = e_2 + e_3 \]
\[ A_{4,8} : [e_2, e_3] = e_1, [e_2, e_4] = e_2, [e_3, e_4] = -e_3 \]
\[ A_{4,9}^\beta : [e_2, e_3] = e_1, [e_1, e_4] = (1 + \beta)e_1, [e_2, e_4] = e_2, [e_3, e_4] = \beta e_3 \]
\text{for } -1 < \beta \leq 1
\[ A_{4,10} : [e_2, e_3] = e_1, [e_2, e_4] = -e_3, [e_3, e_4] = e_2 \]
\[ A_{4,11}^\alpha : [e_2, e_3] = e_1, [e_1, e_4] = 2\alpha e_1, [e_2, e_4] = \alpha e_2 - e_3, [e_3, e_4] = e_2 + \alpha e_3 \]
\text{for } \alpha > 0
\[ A_{4,12} : [e_1, e_3] = e_1, [e_2, e_3] = e_2, [e_1, e_4] = -e_2, [e_2, e_4] = e_1 \]

Decomposable

\( \mathfrak{h} \times \mathbb{R} \) for any \( \mathfrak{h} \) from Theorem 2.4

\( [e_1, e_2] = e_1, [e_3, e_4] = e_3 \), i.e., \( A_{2,2} \times A_{2,2} \) where \( A_{2,2} \) is the only non-abelian two dimensional Lie algebra.

Combining the results from \([17, 23]\) and noticing that the only non-solvable four dimensional Lie algebras are \( A_{3,8} \times \mathbb{R} \) and \( A_{3,9} \times \mathbb{R} \) (which admit a complex structure, because, as we have seen in the previous section, \( A_{3,8} \), \( A_{3,9} \) admit a normal almost contact structure), results in the classification for all Lie algebras in dimension four admitting complex structures.

**Theorem 3.2** ([17, 23]). A four dimensional real Lie algebra \( \mathfrak{g} \) admits a complex structure if and only if it is isomorphic to \( A_{4,2}^1, A_{4,5}^{\alpha} \) or \( A_{4,5}^{\beta} \) for any \( \alpha \) allowed by Theorem 3.1, \( A_{4,6}^{\alpha,\beta} - A_{4,12}, \mathfrak{h} \times \mathbb{R} \) where \( \mathfrak{h} \) is any Lie algebra from Lemma 2.12 or \( A_{2,2} \times A_{2,2} \).
4. Complex structures on Lie algebras of the form $\mathfrak{g}_4 \times \mathbb{R}^2$ and $\mathfrak{g}_4 \times A_{2,2}$. In this section we continue the classification in dimension six for decomposable algebras with a four dimensional summand. Since in Section 2 we have covered with all three dimensional algebras and because every two dimensional Lie algebra admits a complex structure, we may assume that the four dimensional summand is indecomposable. Since any almost complex structure on two dimensional Lie algebra is integrable and thanks to Theorem 3.2, we only have to deal with algebras $\mathfrak{g} \times \mathbb{R}^2$ and $\mathfrak{g} \times A_{2,2}$ where $\mathfrak{g}$ is one of $A_{4,1}, A_{4,2}$ where $\alpha \neq 1, A_{4,3}, A_{4,4}$ and $A_{4,5}^{\alpha \beta}$ for $-1 < \alpha < \beta < 1$ or $-1 = \alpha < \beta < 0$. This section is quite computable since most proofs reduce to examining zero torsion endomorphisms on the four dimensional summand. This in turn reduces to writing down torsion conditions and obtaining the associated system of polynomial equations. We treat each case separately because the systems obtained differ substantially from one another, in order to make possible future references easier and to make the section better structured. As before, we start with the most rigid cases, i.e., with those $\mathfrak{g}$ which do not admit even a zero torsion endomorphism.

**Proposition 4.1.** There are no zero torsion endomorphisms on Lie algebras $A_{4,2}^\alpha$ for $\alpha \neq 1$.

**Proof.** For the purpose of the proof let us denote $\omega = 1 - \alpha$. Suppose there is a zero torsion endomorphism $\mathcal{I}$ on $A_{4,2}^\alpha$ for $\alpha \neq 1$ given in the basis from Theorem 3.1 by the matrix below

$$
\begin{bmatrix}
a & A & k & K \\
b & B & l & L \\
c & C & m & M \\
d & D & n & N
\end{bmatrix}
$$

We write down the torsion conditions for $\mathcal{I}$.

$$
[\mathcal{I},\mathcal{I}](e_1, e_2) = -[e_1, e_2] + [\sum ae_i, \sum Ae_i] - \mathcal{I} [\sum ae_i, e_2] - \mathcal{I} [e_1, \sum Ae_i] \\
= aDae_1 + bDe_2 + cDe_2 + cDe_3 - dAae_1 - dBe_2 - dCe_2 \\
- dCe_3 + \mathcal{I}(de_2) - \mathcal{I}(Dae_1) \\
= aDae_1 + bDe_2 + cDe_2 + cDe_3 - dAae_1 - dBe_2 - dCe_2 \\
- dCe_3 + d(\sum Ae_i) - D\alpha(\sum ae_i) \\
= (aD\alpha - dA\alpha + DA - D\alpha)e_1 \\
+ (bD + cD - dB - dC + dB - D\alpha)e_2 \\
+ (cD - dC + dC - D\alpha)e_3 + (dD - D\alpha)e_4
$$
there is a zero torsion endomorphism on two dimensional Lie algebra is integrable and thanks to Theorem 3.2, we dimensional summand is indecomposable. Since any almost complex structure, we may assume that the four have covered with all three dimensional algebras and because every two dimension.

For the purpose of the proof let us denote \( A_1, A_2, A_3, A_4 \) and because every two dimension.

\[
\begin{align*}
[I, I](e_1, e_3) &= -[e_1, e_3] + \sum ae_i \sum ke_i + I \sum ae_i, e_3) - I e_1, \sum ke_i \\
&= an\alpha e_1 + bne_2 + cne_2 + cne_3 - dkae_1 - dle_2 - dme_2 - dme_3 \\
&+ I(de_2 + de_3) - I(nae_1) \\
&= an\alpha e_1 + bne_2 + cne_2 + cne_3 - dkae_1 - dle_2 - dme_2 - dme_3 \\
&+ d(\sum Ae_i) + d(\sum ke_i) - n\alpha(\sum ae_i) \\
&= (an\alpha - dka + da + dk - nnae_1) \\
&+ (bn + cn - dl - dm + dB + dl - nba)e_2 \\
&+ (cn - dm + dC + dm - nca)e_3 + (dD + dn - nd\alpha)e_4
\end{align*}
\]

\[
\begin{align*}
[I, I](e_1, e_4) &= -[e_1, e_4] + \sum ae_i \sum ke_i - I \sum ae_i, e_4) - I e_1, \sum ke_i \\
&= -ae_1 + a\sum Na + bNae_2 + cNe_2 + cNe_3 - dKae_1 - dLe_2 \\
&- dMe_2 - dMe_3 - I(\sum aae_1 + be_2 + ce_2 + ce_3) - I(\sum Nae_1) \\
&= -ae_1 + a\sum Na + bNae_2 + cNe_2 + cNe_3 - dKae_1 - dLe_2 \\
&- dMe_2 - dMe_3 - a\alpha(\sum ae_i) - (b + c)(\sum Ae_i) \\
&- c(\sum ke_i) - \alpha\sum ae_i \\
&= (-\alpha + a\alpha - dKae_1 - a^2\alpha - ba - cka - \alpha Nae_1) \\
&+ (bn + cn - dl - dm + dB + dl - nba)e_2 \\
&+ (cn - dm - aca - bC - c\alpha - cm - \alpha Nae_1)e_3 \\
&+ (-ad\alpha + bD - cD - cn - \alpha Nae_1)e_4
\end{align*}
\]

\[
\begin{align*}
[I, I](e_2, e_3) &= -[e_2, e_3] + \sum Ae_i \sum ke_i - I \sum Ae_i, e_3) - I e_2, \sum ke_i \\
&= Aan\alpha e_1 + Bne_2 + Cne_2 + Cne_3 - Dkae_1 - Dle_2 - Dme_2 \\
&- Dme_3 + I(De_2 + De_3) - I(ne_2) \\
&= Aan\alpha e_1 + Bne_2 + Cne_2 + Cne_3 - Dkae_1 - Dle_2 - Dme_2 \\
&- Dme_3 + D(\sum Ae_i) + D(\sum ke_i) - n(\sum Ae_i) \\
&= (An\alpha - Dka + DA + Dk - nA)e_1 \\
&+ (Bn + Cn - dl - dm + DB + dl - nB)e_2 \\
&+ (Cn - dm + dC + dm - nC)e_3 + (D^2 + Dn - nD)e_4
\end{align*}
\]

\[
\begin{align*}
[I, I](e_2, e_4) &= -[e_2, e_4] + \sum Ae_i \sum ke_i - I \sum Ae_i, e_4) - I e_2, \sum ke_i \\
&= -e_2 + ANae_1 + BNe_2 + CNe_2 + CNe_3 - DKAe_1 - DLe_2 \\
&- DMe_2 - DMe_3 - I(\sum Aae_1 + Be_2 + Ce_2 + Ce_3) - I(\sum Ne_2)
\end{align*}
\]
\[\begin{align*}
&= -e_2 + A\alpha e_1 + B\alpha e_2 + C\alpha e_2 + C\alpha e_3 - D\alpha e_1 - D\alpha e_2 \\
&\quad - D\alpha e_2 - D\alpha e_3 - A\alpha (\sum a e_i) - (B + C)(\sum A e_i) \\
&\quad - C(\sum k e_i) - N(\sum A e_i) \\
&= (A\alpha - D\alpha - A\alpha - BA - CA - Ck - NA)e_1 \\
&\quad + (-1 + Bn + CN - DL - DM - Ab\alpha - B^2 - CB - Cl - NB)e_2 \\
&\quad + (CN - DM - A\alpha - BC - C^2 - Cm - NC)e_3 \\
&\quad + (-Ad\alpha - BD - CD - Cm - ND)e_4
\end{align*}\]

\[
[I, I](e_3, e_4) = -[e_3, e_4] + [\sum k e_i, \sum K e_i] - I[\sum k e_i, e_4] - I[e_3, \sum K e_i]
\]

\[
= -e_2 - e_3 + k\alpha e_1 + \lambda n e_2 + m n e_2 + m n e_3 - n K\alpha e_1 - n L e_2 \\
\quad - n M e_2 - n M e_3 - I(\sum a e_i + (l + m)(\sum A e_i) \\
\quad - m(\sum k e_i) - N(\sum A e_i) - N(\sum k e_i) \\
\quad = (k\alpha - n K\alpha - ka\alpha - LA - mA - mk - NA - Nk)e_1 \\
\quad + (-1 + lN + mN - nL - nM - k\alpha - LB - mB - ml - NB - Nl)e_2 \\
\quad + (-1 + mN - nM - k\alpha - LC - MC - m^2 - NC - Nm)e_3 \\
\quad + (-kd\alpha - lD - md - mn - ND - Nn)e_4
\]

Because \(\alpha \neq 1\) this gives the following system of equations

\[
\begin{align*}
D &= dC = dA = dk = dn = cn = Cn = An = 0 \\
\omega bn + dm + dB &= 0 \\
-\alpha &- dK\alpha - a^2\alpha - bA - cA - ck = 0 \\
\omega bN + cN - dL - dm - ab\alpha - bB - cB - cl &= 0 \\
\omega cN - dM - ac\alpha - bC - cC - cM &= 0 \\
ad + Nd &= 0 \\
-\omega AN &- Aa\alpha - BA - CA - Ck = 0 \\
-1 + CN &- Ab\alpha - B^2 - CB - Cl = 0 \\
-A\alpha &- B\alpha - BC - C^2 - Cm = 0 \\
-\omega kN &- nK\alpha - ka\alpha - LA - mA - mk - NA = 0 \\
-1 + mN &- nL - nM - k\alpha - LB - mB - ml - NB = 0 \\
-1 &- nM - k\alpha - LC - MC - m^2 - NC = 0 \\
-kd\alpha &- mn - Nn = 0
\end{align*}
\]

(I)
Notice that \( d \neq 0 \) or \( n \neq 0 \) implies \( C = A = 0 \), which contradicts the eighth equation. Consequently, the system above gives the following reduced system by considering only some equations and rewriting them:

\[
\begin{aligned}
\omega cN &- ac\alpha - bC - cC - cm = 0 \\
\omega AN &+ aA\alpha + BA + CA + Ck = 0 \\
cA\alpha + BC + C^2 + Cm = 0 \\
\alpha + a^2\alpha + bA + cA + ck = 0 \\
1 + k\alpha + lC + mC + m^2 + CN = 0 \\
1 - CN + bA\alpha + B^2 + CB + Cl = 0 
\end{aligned}
\]

(II)

Note that from the third equation \( C = 0 \) would imply \( c = 0 \) or \( A = 0 \), which is impossible because of the last two equations. Applying the third equation in the first and the second ones gives after multiplication

\[
abA = \frac{\alpha cA}{C}(\omega N - a\alpha - C - m) = -(C + B + m)(\omega N - a\alpha - C - m),
\]

\[
\alpha cK = -\frac{\alpha cA}{C}(\omega N + a\alpha + B + C) = (C + B + m)(\omega N + a\alpha + B + C).
\]

Thus the second and the third equations give

\[
\alpha(bA + cK + cA) = (B + C + m)(2a\alpha + C + B + m).
\]

Taking into account the fourth equation of (II) we obtain

\[
-\alpha^2 - (a\alpha)^2 = (B + C + m)(2a\alpha + C + B + m)
\]

or just

\[
\alpha^2 + (B + C + m + a\alpha)^2 = 0
\]

an obvious contradiction since \( \alpha \neq 0 \). \( \Box \)

**Proposition 4.2.** There is no zero torsion endomorphism on the Lie algebra \( A_{4,3} \).

**Proof.** Suppose there is a zero torsion endomorphism \( \mathcal{I} \) on \( A_{4,3} \) given in the basis from Theorem 3.1 by the matrix defined in Proposition 4.1. The torsion conditions are displayed below.

\[
[\mathcal{I}, \mathcal{I}](e_1, e_2) = -[e_1, e_2] + \sum ae_i, \sum Ae_i] - \mathcal{I}[\sum ae_i, e_2] - \mathcal{I}[e_1, \sum Ae_i]
\]

\[
= aDe_1 + cDe_2 - dAe_1 - dCe_2 - \mathcal{I}(De_1)
\]

\[
= aDe_1 + cDe_2 - dAe_1 - dCe_2 - D(\sum ae_i)
\]

\[
= (aD - dA - Da)e_1 + (cD - dC - Db)e_2 + (-Dc)e_3 + (-Dd)e_4
\]
\[ [\mathcal{I}, \mathcal{I}](e_1, e_3) = -[e_1, e_3] + \left[ \sum ae_i, \sum ke_i \right] - \mathcal{I} \left[ \sum ae_i, e_3 \right] - \mathcal{I} \left[ e_1, \sum ke_i \right] \]
\[ = ane_1 + cne_2 - dke_1 - dme_2 + \mathcal{I}(de_2) - \mathcal{I}(ne_1) \]
\[ = ane_1 + cne_2 - dke_1 - dme_2 + d(\sum Ae_i) - n(\sum ae_i) \]
\[ = (an - dk + dA - na)e_1 + (cn - dm + dB - nb)e_2 \]
\[ + (dC - nc)e_3 + (dD - nd)e_4 \]

\[ [\mathcal{I}, \mathcal{I}](e_1, e_4) = -[e_1, e_4] + \left[ \sum ae_i, \sum Ke_i \right] - \mathcal{I} \left[ \sum ae_i, e_4 \right] - \mathcal{I} \left[ e_1, \sum Ke_i \right] \]
\[ = -e_1 + ane_1 + cNe_2 - dKe_1 - dMe_2 - \mathcal{I}(ae_1 + ce_2) - \mathcal{I}(Ne_1) \]
\[ = -e_1 + ane_1 + cNe_2 - dKe_1 - dMe_2 \]
\[ - a(\sum ae_i) - c(\sum Ae_i) - N(\sum ae_i) \]
\[ = (-1 + AN - dK - a^2 - cA - Na)e_1 \]
\[ + (cN - dM - ab - CB - Nb)e_2 \]
\[ + (-ac - cC - Cb)e_3 + (-ad - cD - Nd)e_4 \]

\[ [\mathcal{I}, \mathcal{I}](e_2, e_3) = -[e_2, e_3] + \left[ \sum Ae_i, \sum ke_i \right] - \mathcal{I} \left[ \sum Ae_i, e_3 \right] - \mathcal{I} \left[ e_2, \sum ke_i \right] \]
\[ = Ane_1 + Cne_2 - Dke_1 - Dme_2 + \mathcal{I}(de_2) \]
\[ = Ane_1 + Cne_2 - Dke_1 - Dme_2 + D(\sum Ae_i) \]
\[ = (An - Dk + DA)e_1 + (Cn - Dm + DB)e_2 + (DC)e_3 + (D^2)e_4 \]

\[ [\mathcal{I}, \mathcal{I}](e_2, e_4) = -[e_2, e_4] + \left[ \sum Ae_i, \sum Ke_i \right] - \mathcal{I} \left[ \sum Ae_i, e_4 \right] - \mathcal{I} \left[ e_2, \sum Ke_i \right] \]
\[ = ANe_1 + CNe_2 - DKe_1 - DMe_2 - \mathcal{I}(ae_1 + ce_2) \]
\[ = ANe_1 + CNe_2 - DKe_1 - DMe_2 - a(\sum ae_i) - c(\sum Ae_i) \]
\[ = (AN - DK + Aa - CA)e_1 + (CN - DM - Ab - CB)e_2 \]
\[ + (-Ac - C^2)e_3 + (-Ad - CD)e_4 \]

\[ [\mathcal{I}, \mathcal{I}](e_3, e_4) = -[e_3, e_4] + \left[ \sum ke_i, \sum Ke_i \right] - \mathcal{I} \left[ \sum ke_i, e_4 \right] - \mathcal{I} \left[ e_3, \sum Ke_i \right] \]
\[ = -e_2 + kNe_1 + mNe_2 - nKe_1 - nMe_2 - \mathcal{I}(ke_1 + me_2) - \mathcal{I}(Ne_2) \]
\[ = -e_2 + kNe_1 + mNe_2 - nKe_1 - nMe_2 \]
\[ - k(\sum ae_i) - m(\sum Ae_i) - N(\sum Ae_i) \]
\[ = (kN - nK - ka - mA - NA)e_1 \]
\[ + (-1 + mN - mM - kb - mB - NB)e_2 \]
\[ + (-kc - mC - NC)e_3 + (-kd - mD - ND)e_4 \]
We merge them into the following system

\[
\begin{aligned}
D &= dA = dC = dk = dn = nc = nA = nC = 0 \\
C^2 + Ac &= 0 \\
DB - dm - nb &= 0 \\
ad + Nd &= 0 \\
c(a + C + N) &= 0 \\
A(N - a - C) &= 0 \\
CN - Ab - CB &= 0 \\
kc + Cm + NC &= 0 \\
cN - dM - ab - cB - Nb &= 0 \\
kN - nK - ka - mA - NA &= 0 \\
1 + dK + a^2 + cA &= 0 \\
-1 + mN - nM - kb - mB - NB &= 0
\end{aligned}
\]

Notice that \( d \neq 0 \) implies \( n = k = 0 \), which in turn, from the third equation, gives \( m = B \). From the last equation we have \( -1 - m^2 = 0 \). This means \( d = 0 \). From the last but one equation we deduce that \( A \neq 0 \) and \( c \neq 0 \). Combining the fifth and the sixth equations we obtain \( a = -C \). Applying this and \( Ac = -C^2 \) in the last but one equation results in \( 1 + C^2 - C^2 = 0 \), a contradiction. \( \Box \)

**Proposition 4.3.** There is no zero torsion endomorphism on the Lie algebra \( A_{4,4} \).

**Proof.** The proof goes as in the previous proposition. Suppose there is a zero torsion endomorphism \( \mathcal{I} \) on \( A_{4,4} \) given by the matrix as before, then

\[
[\mathcal{I}, \mathcal{I}](e_1, e_2) = -[e_1, e_2] + \left[ \sum ae_i, \sum Ae_i \right] - \mathcal{I} \left[ \sum ae_i, e_2 \right] - \mathcal{I} [e_1, \sum Ae_i] \\
= aDe_1 + bDe_1 + bDe_2 + cDe_2 + cDe_3 - dAe_1 - dBe_1 - dBe_2 \\
- dCe_2 - dCe_3 + \mathcal{I}(de_1 + de_2) - \mathcal{I}(De_1) \\
= aDe_1 + bDe_1 + bDe_2 + cDe_2 + cDe_3 - dAe_1 - dBe_1 - dBe_2 \\
- dCe_2 - dCe_3 + d(\sum ae_i) + d(\sum Ae_i) - D(\sum ae_i) \\
= (aD + bD - dA - dB + da + da - Da)e_1 \\
+ (bD + cD - dB - dC + db + dB - Db)e_2 \\
+ (cD - dC + dc + dC - Dc)e_3 + (d^2 + dD - Dd)e_4
\]
\[ [I, I](e_1, e_3) = -[e_1, e_3] + \sum ae_i, \sum ke_i] - I[\sum ae_i, e_3] - I[e_1, \sum ke_i] \\
= ane_1 + bne_1 + bne_2 + cne_2 + cne_3 - dke_1 -dle_1 -dle_2 \\
- dme_2 - dme_3 + I(de_2 + de_3) - I(ne_1) \\
= ane_1 + bne_1 + bne_2 + cne_2 + cne_3 - dke_1 -dle_1 -dle_2 \\
- dme_2 - dme_3 + d(\sum Ae_i) + d(\sum ke_i) - n(\sum ae_i) \\
= (an + bn - dk - dl + dA + dk - na)e_1 \\
+ (bn + cn - dl - dm + dB + dl - nb)e_2 \\
+ (cn - dm + DC + dm - nc)e_3 + (dD + dn - nd)e_4 \\
\]

\[ [I, I](e_1, e_4) = -[e_1, e_4] + [\sum ae_i, \sum Ke_i] - I[\sum ae_i, e_4] - I[e_1, \sum Ke_i] \\
= -e_1 + ane_1 + bNe_1 + bNe_2 + cNe_2 + cNe_3 - dKe_1 -dLe_1 \\
- dLe_2 - dMe_2 - dMe_3 - I(ae_1 + be_1 + be_2 + ce_2 + ce_3) - I(Ne_1) \\
= ane_1 + bNe_1 + bNe_2 + cNe_2 + cNe_3 - dKe_1 -dLe_1 -dLe_2 \\
- dMe_2 - dMe_3 - (a + b)(\sum ae_i) - (b + c)(\sum Ae_i) - c(\sum ke_i) \\
- N(\sum ae_i) \\
= (-1 +aN + bN - dK - dL - a^2 - ab - bA - cA - cK - Na)e_1 \\
+ (bN + cN - dL - dM - ab - b^2 - bB - cB - cl - Nb)e_2 \\
+ (cN - dM - ac - bc - cC - cm - Nc)e_3 \\
+ (-ad - bd - bD - cD - cn - Nd)e_4 \\
\]

\[ [I, I](e_2, e_3) = -[e_2, e_3] + [\sum Ae_i, \sum ke_i] - I[\sum Ae_i, e_3] - I[e_2, \sum ke_i] \\
= Ane_1 + Bne_1 + Bne_2 + Cne_2 + Cne_3 - Dke_1 - Dle_1 - Dle_2 \\
- Dme_2 - Dme_3 + I(de_2 + de_3) - I(ne_1 + ne_2) \\
= Ane_1 + Bne_1 + Bne_2 + Cne_2 + Cne_3 - Dke_1 - Dle_1 - Dle_2 \\
- Dme_2 - Dme_3 + D(\sum Ae_i) + D(\sum ke_i) - n(\sum ae_i) - n(\sum Ae_i) \\
= (An + Bn - Dk - Dl + DA + Dk - na - nA)e_1 \\
+ (Bn + Cn - Dl - Dm + DB + Dl - nb - nB)e_2 \\
+ (Cn - Dm + DC + Dm - nc - nC)e_3 \\
+ (D^2 + Dn - nd - nD)e_4 \\
\]
\[
[I, I](e_2, e_4) = -[e_2, e_4] + [\sum Ae_i, \sum Ke_i] - I[\sum Ae_i, e_4] - I[e_3, \sum Ke_i] \\
= -e_2 - e_4 + ANe_1 + BNe_1 + BNe_2 + CNe_2 + CNe_3 - DK_1e_2 \\
- DLe_1 - DLe_2 - DMe_2 - DMe_3 \\
- I(Ae_1 + Be_1 + Be_2 + Ce_2 + Ce_3) - I(Ne_1 + Ne_2) \\
= -e_2 - e_4 + ANe_1 + BNe_1 + BNe_2 + CNe_2 + CNe_3 - DK_1e_2 \\
- DLe_1 - DLe_2 - DMe_2 - DMe_3 - (A + B)(\sum ae_i) \\
- (B + C)(\sum Ae_i) - C(\sum ke_i) - N(\sum ae_i) - N(\sum Ae_i) \\
= (-1 + AN + BN - DK - DL - Aa - Ba \\
- BA - CA - Ck - Na - NA)e_1 \\
+ (-1 + BN + CN - DL - DM - Ab - Bb \\
- B^2 - CB - Cl - Nb - NB)e_2 \\
+ (CN - DM - Ac - Bc - BC - C^2 - Cm - Nc - NC)e_3 \\
+ (-Ad - Bd - BD - CD - Cn - Nd - ND)e_4
\]

\[
= -e_2 - e_3 + kNe_1 + lNe_1 + lNe_2 + mNe_2 + mNe_3 - nKe_1 \\
- nLe_1 - nLe_2 - nMe_2 - nMe_3 \\
- I(ke_1 + le_1 + le_2 + me_2 + me_3) - I(Ne_2 + Ne_3) \\
= -e_2 - e_3 + kNe_1 + lNe_1 + lNe_2 + mNe_2 + mNe_3 - nKe_1 \\
- nLe_1 - nLe_2 - nMe_2 - nMe_3 - (k + l)(\sum ae_i) \\
- (l + m)(\sum Ae_i) - m(\sum ke_i) - N(\sum Ae_i) - N(\sum ke_i) \\
= (KN + lN - nK - nL - ka - la \\
- lA - mA - mk - NA - Nk)e_1 \\
+ (-1 + lN + mN - nL - nM - kb \\
- lb - lB - mB - ml - NB - Nl)e_2 \\
+ (-1 + mN - nM - kc - lc - lC - mC - m^2 - NC - Nm)e_3 \\
+ (-kd - ld - lD - mD - mn - ND - Nn)e_4.
\]
After cancellations and easy manipulations we obtain
\[
\begin{aligned}
\begin{cases}
 d = D = bn = cn = Cn = 0 \\
 Bn - na = mn + Nn = 0 \\
 ac + bc + bC + cC + cm = 0 \\
 -1 + bN - a^2 - ab - bA - cA - ck = 0 \\
 cN - ab - b^2 - bB - cB - cl = 0 \\
 -1 + BN - Aa - Ba - BA - CA - Ck - Na = 0 \\
 -1 + CN - Ab - Bb - B^2 - CB - Cl - Nb = 0 \\
 Ac + Bc + BC + C^2 + Cm + Nc = 0 \\
 lN - nK - nL - ka - la - lA - mA - mk - NA = 0 \\
 -1 + mN - nL - nM - kb - lb - lB - mB - ml - NB = 0 \\
 -1 - mN - kc - lc - lC - mC - m^2 - NC = 0
\end{cases}
\end{aligned}
\]

One easily observes that \( n \neq 0 \) implies \( b = c = 0 \), which gives \( 1 + a^2 = 0 \) from the fourth equation, which is an absurd. Consequently, \( n = 0 \) and we obtain the following reduced system by considering only some of the equations
\[
\begin{aligned}
\begin{cases}
 -bC = c(a + b + C + m) \\
 c(N - B - l) = b(a + b + B) \\
 c(A + B + N) = -C(C + B + m) \\
 -1 + bN - a^2 - ab - bA - cA - ck = 0 \\
 -1 - kc - lc - lC - mC - m^2 - NC = 0 \\
 -1 - B^2 + C(-B - l + N) - b(N + A + B) = 0
\end{cases}
\end{aligned}
\]

From the first equation, \( c = 0 \) gives \( bC = 0 \), which is impossible because of the fourth and the fifth equations; consequently \( c \neq 0 \). Finally, using the first, second and third equations we can rewrite the last equation as
\[
\begin{aligned}
0 &= -1 - B^2 - (a + b + C + m)(a + b + B) - (a + b + C + m)(C + B + m) \\
&= -1 - B^2 - (a + b + C + m)((a + b + C + m) + 2B) \\
&= -1 - (a + b + C + m + B)^2
\end{aligned}
\]
which gives a desired contradiction. \( \square \)

**Proposition 4.4.** There is no zero torsion endomorphism on Lie algebras \( A_{4,5}^{\alpha,\beta} \) for \(-1 < \alpha < \beta < 1\) and \(-1 = \alpha < \beta < 0\).

**Proof.** Suppose there is a zero torsion endomorphism \( I \) on some of these algebras with the matrix representation as before. Let us write down the torsion conditions.
\[[I, I](e_1, e_2) = -[e_1, e_2] + [\sum ae_i, \sum Ae_i] - I[\sum ae_i, e_2] - I[e_1, \sum Ae_i]
= aDe_1 + b\alpha De_2 + c\beta De_3 - dAe_1 - dBae_2 - d\beta C e_3 + I(dae_2) - I(De_1)
= aDe_1 + b\alpha De_2 + c\beta De_3 - dAe_1 - dBae_2 - d\beta C e_3 + ad(\sum Ae_i) - D(\sum ae_i)
= (aD - aA - Da)e_1 + (abD - adB + adB - Db)e_2 + (\beta cD - \beta d C + adC - Dc)e_3 + (adD - Dd)e_4

\[[I, I](e_1, e_3) = -[e_1, e_3] + [\sum ae_i, \sum ke_i] - I[\sum ae_i, e_3] - I[e_1, \sum ke_i]
= ane_1 + bane_2 + c\beta ne_3 - dke_1 - dlae_2 - d\beta me_3 + I(d\beta e_3) - I(ne_1)
= ane_1 + bane_2 + c\beta ne_3 - dke_1 - dlae_2 - d\beta me_3 + \beta d(\sum ke_i) - n(\sum ae_i)
= (an - dk + \beta dk - na)e_1 + (\alpha bn - \alpha dl + \beta dl - nb)e_2 + (\beta cn - \beta dm + \beta dm - nc)e_3 + (\beta dn - dn)e_4

\[[I, I](e_1, e_4) = -[e_1, e_4] + [\sum ae_i, \sum Ke_i] - I[\sum ae_i, e_4] - I[e_1, \sum Ke_i]
= -e_1 + aNe_1 + b\alpha Ne_2 + c\beta Ne_3 - dKe_1 - daLe_2 - d\beta Me_3 - I(\alpha e_1 + abe_2 + \beta ce_3) - I(N e_1)
= -e_1 + aNe_1 + b\alpha Ne_2 + c\beta Ne_3 - dKe_1 - daLe_2 - d\beta Me_3 - a(\sum ae_i) - ab(\sum Ae_i) - \beta c(\sum ke_i) - N(\sum ae_i)
= (-1 + aN - dK - a^2 - abA - \beta ck - Na)e_1 + (abN - adL - ab - abB - \beta cl - Nb)e_2 + (\beta cN - \beta dM - ac - \alpha B - \beta cm - Nc)e_3 + (-ad - abD - \beta cn - Nd)e_4
Since we are dealing with the case \(-1 < \alpha < \beta < 1\) or \(-1 = \alpha < \beta < 0\), the expressions for \([\mathcal{I}, \mathcal{I}] (e_1, e_2)\), \([\mathcal{I}, \mathcal{I}] (e_2, e_3)\) and \([\mathcal{I}, \mathcal{I}] (e_2, e_4)\) give rise to the
following system

\[
\begin{align*}
  dA &= 0 \\
  bD &= 0 \\
  (\beta - 1)Dc + (\alpha - \beta)dC &= 0 \\
  dD &= 0 \\
  dk &= 0 \\
  (\alpha - 1)bn + (\beta - \alpha)dl &= 0 \\
  cn &= 0 \\
  dn &= 0 \\
  (1 - \alpha)An + (\beta - 1)Dk &= 0 \\
  Dl &= 0 \\
  Cn &= 0 \\
  Dn &= 0
\end{align*}
\]

(I)

It is easy to show, as before, that this and inhomogeneous equations, coming from the computed expressions for \([\mathcal{I}, \mathcal{I}](e_1, e_4), [\mathcal{I}, \mathcal{I}](e_2, e_4)\) and \([\mathcal{I}, \mathcal{I}](e_3, e_4)\), containing \(-1, -\alpha, -\beta\), force \(d = D = n = 0\). The remaining torsion conditions result in the following system

\[
\begin{align*}
  -1 - a^2 - abA - \beta ck &= 0 \\
  (\alpha - 1)bN - ab - abB - \beta cl &= 0 \\
  (\beta - 1)cN - ac - abC - \beta cm &= 0 \\
  (1 - \alpha)AN - Aa - \alpha BA - \beta Ck &= 0 \\
  -\alpha - Ab - \alpha B^2 - \beta Cl &= 0 \\
  (\beta - \alpha)CN - Ac - \alpha BC - \beta Cm &= 0 \\
  (1 - \beta)kN - ka - \alpha lA - \beta mk &= 0 \\
  (\alpha - \beta)lN - kb - \alpha lB - \beta ml &= 0 \\
  -\beta - kc - \alpha lC - \beta m^2 &= 0
\end{align*}
\]

(II)

Let us rewrite the homogeneous equations of (II) as

\[
\begin{align*}
  b \left( (\alpha - 1)N - a - \alpha B \right) &= \beta cl \\
  A \left( (1 - \alpha)N - a - \alpha B \right) &= \beta Ck \\
  c \left( (\beta - 1)N - a - \beta m \right) &= \alpha bC \\
  k \left( (1 - \beta)N - a - \beta m \right) &= \alpha lA \\
  C \left( (\beta - \alpha)N - \alpha B - \beta m \right) &= Ac \\
  l \left( (\alpha - \beta)N - \alpha B - \beta m \right) &= kb
\end{align*}
\]

(III)
It is easy to prove that $AbCk ≠ 0$. The reasoning always looks the same and uses (III) and inhomogeneous equations of (II). For example, if $A = 0$ then from (III) we obtain $Ck = 0$, which is impossible in light of the first and the fifth equations of (II). Let us modify (III) a little bit into

\[
\begin{align*}
Ab((α - 1)N - a - αB) &= βAcl \\
Ab((1 - α)N - a - αB) &= βbCk \\
ck((β - 1)N - a - βm) &= αbCk \\
ck((1 - β)N - a - βm) &= αAcl \\
Cl((β - α)N - αB - βm) &= Acl \\
Cl((α - β)N - αB - βm) &= bCk
\end{align*}
\]

Adding and subtracting each of the three pairs of two consecutive equations, after scalings, gives us the following equivalent system

\[
\begin{align*}
(-αAb)(a + αB) &= αβ\frac{Acl + bCk}{2} \\
N &= \frac{(αβ)(Acl - bCk)}{2(1 - α)(-αAb)} \\
(-βck)(a + βm) &= αβ\frac{Acl + bCk}{2} \\
N &= \frac{(αβ)(Acl - bCk)}{2(β - 1)(-βck)} \\
(-αβCl)(αB + βm) &= αβ\frac{Acl + bCk}{2} \\
N &= \frac{(αβ)(Acl - bCk)}{2(α - β)(-αβCl)}
\end{align*}
\]

Introducing new variables

\[
\begin{align*}
x &= (-αAb), \\
y &= (-βck), \\
z &= (-αβCl), \\
ω &= \frac{(αβ)(Acl + bCk)}{2}, \\
Ω &= \frac{(αβ)(Acl - bCk)}{2}, \\
v &= αB, \\
w &= βm,
\end{align*}
\]
allows us to rewrite (V) as

\[
\begin{align*}
N &= \frac{\Omega}{(1-\alpha)x} \\
N &= \frac{\Omega}{(\beta-1)y} \\
N &= \frac{\Omega}{(\alpha-\beta)z} \\
x(a + v) &= \omega \\
y(a + w) &= \omega \\
z(v + w) &= \omega
\end{align*}
\]

(VI)

and add the rewritten system coming from inhomogeneous equations

\[
\begin{align*}
1 + a^2 &= x + y \\
\alpha^2 + v^2 &= x + z \\
\beta^2 + w^2 &= y + z
\end{align*}
\]

(VII)

Suppose that \( \Omega = 0 \); then \( \omega^2 = -xyz \). Multiplying last two equations of (VI) we get

\[ x = -(a + w)(v + w), \]

multiplying the fifth and the last equations of (VI) we get

\[ y = -(a + v)(v + w). \]

This gives

\[ x + y = -(v + w)(v + w + 2a). \]

Applying this in the first equation of (VII) leads to

\[ -(v + w)(v + w + 2a) = 1 + a^2 \]

which can be rewritten as \( 1 = -(a + v + w)^2 \), an obvious contradiction. We know then that \( \Omega \neq 0 \). From the first three equations of (VI) we get

\[ y = \frac{1 - \alpha}{\beta - 1} x \quad \text{and} \quad z = \frac{1 - \alpha}{\alpha - \beta} x. \]

Let us now apply this in the last three equations of (VI)

\[
\begin{align*}
x(a + v) &= \omega \\
\frac{1 - \alpha}{\beta - 1} x(a + w) &= \omega \\
\frac{1 - \alpha}{\alpha - \beta} x(v + w) &= \omega
\end{align*}
\]

(VIII)

and in system (VII) to obtain

\[
\begin{align*}
1 + a^2 &= x + \frac{1 - \alpha}{\beta - 1} x = \frac{\beta - \alpha}{\beta - 1} x \\
\alpha^2 + v^2 &= x + \frac{1 - \alpha}{\alpha - \beta} x = \frac{1 - \beta}{\alpha - \beta} x \\
\beta^2 + w^2 &= \frac{1 - \alpha}{\beta - 1} x + \frac{1 - \alpha}{\alpha - \beta} x = \frac{(1 - \alpha)(\alpha - \beta) + (1 - \alpha)(\beta - 1)}{(\beta - 1)(\alpha - \beta)} x = \frac{-(1 - \alpha)^2}{(\beta - 1)(\alpha - \beta)} x
\end{align*}
\]

(IX)
System (VIII) enables us to write

\[ a + v = \frac{1 - \alpha}{\beta - 1}(a + w) \quad \text{and} \quad a + v = \frac{1 - \alpha}{\alpha - \beta}(v + w). \]

From the first equation

\[ v = \frac{1 - \alpha}{\beta - 1}a - a + \frac{1 - \alpha}{\beta - 1}w = \frac{2 - \alpha - \beta}{\beta - 1}a + \frac{1 - \alpha}{\beta - 1}w. \]

Applying this in the second equation gives

\[ a + \frac{2 - \alpha - \beta}{\beta - 1}a + \frac{1 - \alpha}{\beta - 1}w = \frac{1 - \alpha}{\alpha - \beta}\left(\frac{2 - \alpha - \beta}{\beta - 1}a + \frac{1 - \alpha}{\beta - 1}w\right) + \frac{1 - \alpha}{\alpha - \beta}w \]

which can be rewritten as

\[ \frac{(1-\alpha)(\alpha-\beta)-(1-\alpha)(2-\alpha-\beta)}{(\beta-1)(\alpha-\beta)}a = \frac{(1-\alpha)^2+(1-\alpha)(\beta-1)-(1-\alpha)(\alpha-\beta)}{(\beta-1)(\alpha-\beta)}w \]

or simply as

\[ w = \frac{1 - \alpha}{\alpha - \beta}a. \]

Merging the first and the third equations of (IX) gives

\[ 1 + a^2 = \frac{\beta - \alpha(\beta - 1)(\alpha - \beta)}{\beta - 1} - (1 - \alpha)^2 (\beta^2 + w^2) = \frac{(\alpha - \beta)^2}{(1 - \alpha)^2} (\beta^2 + \frac{(1 - \alpha)^2}{(\alpha - \beta)^2}a^2) \]

which results in

\[ 1 = \beta^2 (\alpha - \beta)^2 \]

There are two cases.

Suppose that \(1 - \alpha = \beta(\alpha - \beta)\). Then \(\beta^2 + (-\alpha)\beta + (1 - \alpha) = 0\), which implies that \(\Delta = \alpha^2 + 4\alpha - 4 \geq 0\). Since \(\alpha \in [-1, 1]\), the last condition implies \(\alpha > 0\). Note also that \(\Delta < \alpha^2\), which implies that \(\beta\) cannot be equal to neither

\[ \frac{\sqrt{\Delta} + \alpha}{2} < \alpha, \]

since by an assumption \(\beta > \alpha\), nor

\[ \frac{-\sqrt{\Delta} + \alpha}{2} < \alpha. \]

It must then be \((\alpha - 1) = \beta(\alpha - \beta)\) or simply \(\beta^2 + (-\alpha) + (\alpha - 1) = 0\). In this case \(\Delta = \alpha^2 - 4\alpha + 4 = (2 - \alpha)^2\) and, again, \(\beta\) cannot be equal to neither

\[ \frac{2 - \alpha + \alpha}{2} = 1 \]

nor

\[ \frac{\alpha - 2 + \alpha}{2} = \alpha - 1 < \alpha. \]
This final contradiction shows that our original assumption about the existence of a zero torsion endomorphism must be false and the proof is completed. \( \square \)

**Remark 4.5.** There is no complex structure on the Lie algebras \( A_{3,2}^{\alpha} \times \mathfrak{h} \) for \( \alpha \neq 1 \), \( A_{4,3} \times \mathfrak{h} \), \( A_{4,4} \times \mathfrak{h} \) or \( A_{4,5}^{\alpha,\beta} \times \mathfrak{h} \) for \( -1 < \alpha < \beta < 1 \) or \( -1 = \alpha < \beta < 0 \) and any Lie algebra \( \mathfrak{h} \).

The next theorem deals with the only nilpotent Lie algebra in this section: \( A_{4,1} \times \mathbb{R}^2 \). Non-existence of a complex structure on it was proven by Salamon in [19]; here we give a different proof. In parallel we deal with the algebra \( A_{4,1} \times A_{2,2} \), which has to be analyzed another way since it is not nilpotent.

**Proposition 4.6.** There is no complex structure on the Lie algebras \( A_{4,1} \times \mathbb{R}^2 \) and \( A_{4,1} \times A_{2,2} \), although there is a zero torsion endomorphism on \( A_{4,1} \).

**Proof.** The proof goes simultaneously for both cases. Assume that \( \mathcal{J} \) is a complex structure on one of the given algebras. In both cases
\[
\mathcal{J}(A_{4,1}) \cap A_{4,1}
\]
is at least two dimensional since it is \( \mathcal{J} \) invariant and these spaces cannot be disjoint given their dimensions. This in turn means that
\[
\mathcal{I} := \mathcal{J}^1,
\]
defined as in Lemma 2.1, has eigenvalues \( i \) and \( -i \). Let us write again the torsion conditions in order to get more information on the endomorphism \( \mathcal{I} \).

\[
[\mathcal{I}, \mathcal{I}](e_1, e_2) = -[e_1, e_2] + [\sum ae_i, \sum Ae_i] - \mathcal{I} [\sum ae_i, e_2] - \mathcal{I} [e_1, \sum Ae_i]
= bDe_1 + cDe_2 - dBe_1 - dCe_2 + \mathcal{I}(de_1)
= bDe_1 + cDe_2 - dBe_1 - dCe_2 + d(\sum ae_i)
= (bd - bD + da)e_1 + (cD - dC + db)e_2 + (dc)e_3 + (d^2)e_4
\]

\[
[\mathcal{I}, \mathcal{I}](e_1, e_3) = -[e_1, e_3] + [\sum ae_i, \sum ke_i] - \mathcal{I} [\sum ae_i, e_3] - \mathcal{I} [e_1, \sum ke_i]
= bne_1 + cne_2 - dle_1 - dme_2 + \mathcal{I}(de_2) = bne_1 + cne_2 - dle_1
- dme_2 + d(\sum Ae_i)
= (bn - dl + da)e_1 + (cn - dm + dB)e_2 + (dC)e_3 + (dD)e_4
\]

\[
[\mathcal{I}, \mathcal{I}](e_1, e_4) = -[e_1, e_4] + [\sum ae_i, \sum Ke_i] - \mathcal{I} [\sum ae_i, e_4] - \mathcal{I} [e_1, \sum Ke_i]
= bNe_1 + cNe_2 - dLe_1 - dMe_2 - \mathcal{I}(be_1 + ce_2)
= bNe_1 + cNe_2 - dLe_1 - dMe_2 - b(\sum ae_i) - c(\sum Ae_i)
= (bN - dL - ba - cA)e_1 + (cN - dM - b^2 - cB)e_2
+ (-bc - cC)e_3 + (-bd - cD)e_4
\]
\[ [\mathcal{I}, \mathcal{I}] (e_2, e_3) = -[e_2, e_3] + [\sum Ae_i, \sum ke_i] - \mathcal{I} [\sum Ae_i, e_3] - \mathcal{I} [e_2, \sum ke_i] \]

\[ = Bne_1 + Cne_2 - Dle_1 - Dme_2 + \mathcal{I} (De_2) - \mathcal{I} (ne_1) \]

\[ = Bne_1 + Cne_2 - Dle_1 - Dme_2 + N(\sum Ae_i - n(\sum ae_i)) \]

\[ = (Bn - Dl + DA - na)e_1 + (Cn - Dm + DB - nb)e_2 \]

\[ + (DC - nc)e_3 + (D^2 - nd)e_4 \]

\[ [\mathcal{I}, \mathcal{I}] (e_2, e_4) = -[e_2, e_4] + [\sum Ae_i, \sum Ke_i] - \mathcal{I} [\sum Ae_i, e_4] - \mathcal{I} [e_2, \sum Ke_i] \]

\[ = -e_1 + BNe_1 + CNe_2 - DLe_1 - DMe_2 - \mathcal{I} (Be_1 + Ce_2) - \mathcal{I} (Ne_1) \]

\[ = -e_1 + BNe_1 + CNe_2 - DLe_1 - DMe_2 - B(\sum ae_i) \]

\[ - C(\sum Ae_i) - N(\sum ae_i) \]

\[ = (-1 + BN - DL - Ba - CA - Na)e_1 \]

\[ + (CN - DM - Bb - CB - Nb)e_2 \]

\[ + (-Bc - C^2 - Nc)e_3 + (-Bd - CD - Nd)e_4 \]

\[ [\mathcal{I}, \mathcal{I}] (e_3, e_4) = -[e_3, e_4] + [\sum ke_i, \sum Ke_i] - \mathcal{I} [\sum ke_i, e_4] - \mathcal{I} [e_3, \sum Ke_i] \]

\[ = -e_2 + lNe_1 + mNe_2 - nLe_1 - mMe_2 - l(\sum ae_i) - m(\sum Ae_i) \]

\[ - N(\sum Ae_i) \]

\[ = (lN - nL - la - mA - NA)e_1 \]

\[ + (-1 + mN - nM - lb - mB - NB)e_2 \]

\[ + (-lc - mC - NC)e_3 + (-ld - mD - ND)e_4 \]

Combining all obtained equations we end with the system

\[
\begin{aligned}
D &= d = cn = bn = Cn = 0 \\
cN - b^2 - cB &= 0 \\
bN - ba - cA &= 0 \\
bC + cC &= 0 \\
Bn &= na \\
-1 + BN - Ba - CA - Na &= 0 \\
CN - Bb - CB - Nb &= 0 \\
-Bc - C^2 - Nc &= 0 \\
ln - nL - la - mA - NA &= 0 \\
-1 + mN - nM - lb - mB - NB &= 0 \\
-lc - mC - NC &= 0
\end{aligned}
\]
Suppose that \( n \neq 0 \). Then \( C = 0 \) and \( B = a \), which implies that the sixth equation states \(-1 - a^2 = 0\). Suppose that \( c = 0 \); then \( b = C = 0 \) and this means that the matrix of \( \mathcal{I} \) is

\[
\begin{bmatrix}
a & A & k & K \\
0 & B & l & L \\
0 & 0 & m & M \\
0 & 0 & 0 & N \\
\end{bmatrix}
\]

which has only real eigenvalues. This contradicts our remark from the beginning of the proof. For now we have established that \( d = D = n = 0 \) and \( c \neq 0 \). From the fourth equation it follows that \( b = -C \), subtracting the second equation from the eighth one gives \( N = 0 \). We now see that

\[
\mathcal{J}(A_{4,1}) \cap A_{4,1} \subset \text{span}\{e_1, e_2, e_3\}.
\]

From this and the remark from the beginning of the proof we conclude that there are two linearly independent vectors

\[
u, v \in \text{span}\{e_1, e_2, e_3\}
\]

such that

\[
\mathcal{J}u = v.
\]

From the torsion condition we obtain

\[
0 = [\mathcal{J}, \mathcal{J}](u, e_4) = -[u, e_4] - \mathcal{J}[v, e_4]
\]

or just

\[
\mathcal{J}[v, e_4] = -[u, e_4].
\]

Since \( u, v \) are linearly independent, at most one of them can belong to

\[
\text{span}\{e_1\}.
\]

From the condition

\[
\mathcal{J}[v, e_4] = -[u, e_4]
\]

we see that actually none of them does. From all of these we obtain

\[
[v, e_4] \text{ and } -[u, e_4]
\]

form a basis of

\[
\text{span}\{e_1, e_2\}
\]

which turns out to be an \( \mathcal{J} \) invariant subspace, contradicting the fact that \( c \neq 0 \). For a zero torsion endomorphism on \( A_{4,1} \) just take \( a = -1 \) and \( m = N = 1 \) while the other variables are zero. \( \square \)

We are ready to summarize the results obtained in this section.
Theorem 4.7. Using the previous convention, the classification of the Lie algebras of the form \( g \times \mathbb{R}^2 \) and \( g \times A_{2,2} \), for an indecomposable four dimensional Lie algebra \( g \), admitting complex structures is presented in the table below.

<table>
<thead>
<tr>
<th>( g \times \mathfrak{h} )</th>
<th>( \mathbb{R}^2 )</th>
<th>( A_{2,2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_{4,1} )</td>
<td>( \times )</td>
<td>( \times )</td>
</tr>
<tr>
<td>( A_{4,2} )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
<tr>
<td>( A_{4,2}, \alpha \neq 0, 1 )</td>
<td>( \times )</td>
<td>( \times )</td>
</tr>
<tr>
<td>( A_{4,3} )</td>
<td>( \times )</td>
<td>( \times )</td>
</tr>
<tr>
<td>( A_{4,4} )</td>
<td>( \times )</td>
<td>( \times )</td>
</tr>
<tr>
<td>( A_{4,5}^{\alpha,\beta} ), ( \alpha \beta \neq 0 ) and ( -1 &lt; \alpha &lt; \beta &lt; 1 ) or ( -1 = \alpha &lt; \beta &lt; 0 )</td>
<td>( \times )</td>
<td>( \times )</td>
</tr>
<tr>
<td>( A_{4,5}^{\alpha,1} ), ( \alpha \neq 0 ), ( -1 \leq \alpha \leq 1 )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
<tr>
<td>( A_{4,5}^{\alpha,1} ), ( \alpha \neq 0 ), ( -1 &lt; \alpha &lt; 1 )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
<tr>
<td>( A_{4,6}^{\alpha,\beta} ), ( \alpha \neq 0 ), ( \beta \geq 0 )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
<tr>
<td>( A_{4,7} )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
<tr>
<td>( A_{4,8} )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
<tr>
<td>( A_{4,9}^{\beta} ), ( -1 &lt; \beta \leq 1 )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
<tr>
<td>( A_{4,10} )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
<tr>
<td>( A_{4,11}^{\alpha} ), ( \alpha &gt; 0 )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
<tr>
<td>( A_{4,12} )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
</tbody>
</table>

5. The case of \( g_5 \times \mathbb{R} \). We intend to give here a short discussion on the last possible form of a decomposable six-dimensional Lie algebra, namely \( g \times \mathbb{R} \) for a five dimensional indecomposable Lie algebra \( g \). In this case examining the existence of zero torsion endomorphisms on \( g \) is much more complicated and there is much bigger variety of algebras to be studied, cf. [18]. We propose another attempt towards the classification problem in this class. The author knows no example of a five dimensional indecomposable Lie algebra \( g \) for which \( g \times \mathbb{R} \) would admit a complex structure but not admit the canonical complex structure associated with some normal almost contact structure on \( g \). This leads us to the following question.

Question 5.1. For a five dimensional indecomposable Lie algebra \( g \), does \( g \times \mathbb{R} \) admit a complex structure if and only if \( g \) admit a normal almost contact structure?

Note that due to the results presented in Sections 2 and 3, the answer is affirmative for \( g \) being three dimensional and we suspect that the same also holds in the above situation. If true, this would in turn allow us to confine discussion to the existence of special kind zero torsion endomorphisms on \( g \).
References

Received November 9, 2020

Marcin Sroka
Faculty of Mathematics and Computer Science
Jagiellonian University
Lojasiewicza 6
30-348 Kraków
Poland
e-mail: Marcin.Sroka@im.uj.edu.pl